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Quantum computers are promising for solving classically intractable problems, but their practical
utility hinges on precise, flexible, and accessible programming of quantum control systems. Despite
several pulse-level languages for industrial devices, a systematic and end-to-end programming
toolchain for real-time quantum control remains lacking. We introduce a domain-specific language
(DSL) for pulse scheduling with native real-time control constructs (e.g., feedback, branching, and
pulse updates). The DSL compiles to and executes on radio-frequency system-on-chips, enabling
deterministic timing and hardware portability. To validate behaviors across the stack, we provide
an emulator that co-simulates control hardware and quantum device responses. Together, the DSL,
compiler, and emulator form a cohesive framework that lowers the barrier to implementing robust
control, accelerates architectural design, and supports the development and testing of applications
like quantum error correcting codes.

1 Introduction

Quantum computers promise advantages across domains—from integer factorization with
Shor’s algorithm [17] to quantum chemistry with quantum Hamiltonian simulation [7, 11].
Realizing these applications at useful scales, however, requires fault-tolerant quantum
computing [19], where logical quantum gates are protected by error-correcting codes
[2, 5, 8, 18]. Fault tolerance, in turn, hinges on fast, reliable real-time feedback control of
quantum systems: repeatedly measuring qubits, extracting syndromes, and conditionally
applying corrections to keep logical error rates below threshold.

One prominent property of quantum hardware is the continuous drifting [1, 15]: there
is always a system Hamiltonian driving the evolution of the quantum state, even in the
absence of any control fields. Any delay between operations therefore lands effects different
from the desired. Precise feedback control must, accordingly, fix and account for timing at
fine granularity, including deterministic latencies and synchronized pulse generation. These
guarantees are only expressible at the pulse level, where programs specify waveforms,
phases, and control flows with unambiguous real-time semantics rather than abstract gates.

Despite notable efforts [3, 12, 14, 16], pulse-level languages and toolchains remain
fragmented. Many existing prototypes are designed around specific industrial quantum
hardware and expose only limited, vendor-defined operations for pulse-level features, rarely
real-time control. This leads to three practical issues. First, opaque control hardware hides
critical implementation details, obscuring the design and reason about desired hardware
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behaviors. Second, ambiguous language constructs hinder programming: programmers can-
not reason rigorously about timing determinism, concurrency, or feedback latency. Third,
vendor-specific software can deprecate or diverge sorely due to business purposes, derail-
ing reproducibility and cross-hardware experimentation. Pulse-level tools for real-time
quantum control—requiring an open and long-supported hardware—remain underserved.

This reality pushes us to systematically design pulse-level programming languages on
open hardware [4, 6]. To this end, we introduce a domain-specific language (DSL) for pulse
scheduling with native real-time control. Our DSL satisfies several key features: (1) precise
semantics for timing and concurrency on on-chip CPU and pulse generators; (2) first-class
real-time control, including conditional branching, control condition computing, and in-situ
pulse generation; (3) portability across heterogeneous controllers and quantum hardware
via an explicit quantum architecture and general control hardware components.

To execute programs in our DSL, we provide a compiler towards a radio-frequency system-
on-chip (RFSoC) controller that integrates DAC/ADC and FPGA compute. The compiler
maps high-level constructs to binaries on RISC-Q [10], an instruction set executable on
Xilinx RFSoCs with extremely low latency. Deploying the executable on an RFSoC con-
trolling a quantum hardware, we can precisely orchestrate the evolution of the quantum
system with controls based on intermediate measurements. Our compilation framework is
compatible with controllers like arbitrary wave generators, supported in future works.

Because control hardware and quantum devices are expensive and scarce, we complete
the suite with an emulator that co-simulates the controller and a configurable quantum
device model. This allows rapid prototyping of control programs, debugging and validation
of programs, and testing of real-time behaviors (e.g., latencies and race conditions) before
consuming lab time. The executable compiled from DSL programs can run on both the
emulator and RFSoC hardware, enabling a smooth path from design to deployment.

In summary, this work contributes: (1) a pulse-level DSL for real-time quantum control; (2)
a compiler onto RFSoCs; (3) an emulator co-simulating the control and quantum hardware.

2 Language and Compiler

The core idea of the language design is based on the need for targeting pulse-level pro-
gramming for real-time quantum control systems with dynamic scheduling capability, and
thus resulting a combination of classical controls with essential pulse-level operations.
Figure 1 shows the syntax of the language, while Figure 3a demonstrates what the program
looks like in the two examples presented in Section 4. We would also like to point out
that the delay operation is omitted here, since we take it as a syntactic sugar of the play
operation with a 0 amplitude pulse.

Operational Semantics. We define the semantics of the DSL based on the decoupling of
the CPU time (denoted as t¢) and the Scheduler time (denoted as t9), as the execution time
of classical operations should not affect the increment on the pulse scheduler clock, while
the reverse way does. This explains the differences in time increment when viewing the
semantics. We follow the “as soon as possible” (ASAP) scheduling scheme between oper-
ations, and two predicates, no-conflict-Q;, for play operation, and no-conflict-Q,,, for
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Identifiers. Arithmetic Expressions.
p €PVar seSVar che CVar d e TimeVar equi=n|r|e; ®eq| —eq| (eq)
r € RealVar b € BoolVar neR @u=+|—-|x]/

Types. Conditions.

T == () | Pulse | Shape | Channel | Time | Real | Bool cu=false | true | b|egp<e, | mc|lcAc|eVe
Expressions. ban=<|>|=|#

E - skip Pulse Operations.

r:=e, (assignment) (OB skipq

while ¢ do E  (loop) measure ch p — b (measurement)

E;;E; (sequential composition) | Q1;Q2 (sequential pulse operations)
\
\

define p = pulse(s, rq,d, 7p, 7f) |

|
|
| if cthen E; else E; (conditional) play ch p (play pulse)
|
|

parq{O1 || - || On} (parallel pulse operations)
(shape, amplitude, duration, phase, frequency)

| runQ (run pulse operations)
Fig. 1. Syntax of the DSL.

parallel operation, are used to guarantee the validity of the schedule. The schedule dynam-
ically updates during runtime and stored in the program state, and the pulse environment
records defined pulses for reuse. Figure 2 shows the remaining details.

Compiler. To execute programs written in our DSL, we implement a compilation frame-
work that targets an RFSoC-based control architecture. Our compiler is based on RISC-Q,
which integrates the memory-map and RISC-V compiler, along with utilizing only the
RV32I and RV32M set. It translates high-level DSL programs into lightweight RISC-Q
binaries, producing executables on Xilinx RFSoCs with extremely low latency.

3 Emulator

To show the usability of our language, we provide a real-time emulator by connecting a
quantum control simulator and a quantum processor simulator using real-time commu-
nication to run compiled binaries. Specifically, we utilize the architecture described in
[10] as the target of the quantum control simulator, since it depicts a minimal but ideal
framework for simulating low-latency quantum control system-on-chips and for displaying
our language prototype, and run the simulation using Verilator [20]. The simulated RISC-V
CPU is set to run at 500 MHz, with DACs running 16x faster at 8 GHz, and ADCs running
at a 4x faster 2 GHz frequency. We provide a DAC drive channel, a DAC measurement
channel, and an ADC channel per qubit.

We adopt QuTiP-QIP [9] package for simulating quantum systems. Multiple backend
quantum hardware models are available through QuTiP-QIP, and we leverage the linear spin
chain model as an example: Given o7, al.y, and o7 as the single-qubit control Hamiltonian,
orol, + criy al.yH as the exchange Hamiltonian for interaction, Q7, Qly ,Q7, and g; as the
control coefficients, and N as the number of qubits, the one-dimensional, open-ended chain
layout gives us the control Hamiltonian as H = YN ;* QX (t)or + Ql:y (t)O'l.y + Q¥ (t)o7 +
f\igz gi(t)(ofoy,, + aflcrierl), and by definition, we have QF = E; cos ¢; and Qly = E; sin ¢;,
where E; and ¢; are the envelope and the phase of the control pulse.

The connection between the quantum control simulator and the quantum processor
simulator is via multi-thread FIFOs targeting DACs/ADCs. We also implement a Wait-
Until-Fetch scheme, as the calculation time per batch on the processor side is incomparable



Configurations. Program evaluation is defined as:
T+ {eo0,tt) ->T' r (e, o, t?,t)
where:

e I,I” — program context

e ¢, e’ — program expression

e o= (y,8,m),0" = (y,8 , n') — program state:
- v,y — classical store, mapping:

RealVar U BoolVar U TimeVar — Real U Bool U Time
- 8,8’ — scheduled pulses:
Channel — [ (Pulse, Time X Time) |
- 7,7’ — pulse environment:
PVar — Pulse

e t9,¢t9" € Time — current Scheduler time
o ¢t € Time — current CPU time

Condition Evaluation.

true || true
false || false
-¢ || not(c]| true)
ciAcy | trueiffe; || true and ¢y || true
ciVey || trueiffe; || trueorcy || true

Skip. skip is a terminal form and has no transition.
Assignment.

eq Jo

T+ {(r:=eq (y.6,7),t9,t°) — (skip, (y[r — v],8,7),19,t¢")
Sequential Composition.
(e1,0,t9,t°) — (e}, 0,17, 1)
T (erse0,t9,t) — (ej;e,0',t9,t)

T + (skip; ez, 0,t9,t¢) — (ez, 0,19, t°)

Parallel Pulse Operations.
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If-Else.

yFcl true
T + (if c then e else e;, 0,19,1¢) — (ey,0,19,t¢")

y +c | false
T + (if c then e; else ey, 0, t9, t) — (e, 0,19, ")

While.

I+ (while cdoe, o, t9,t¢)
— (if ¢ then (e; while ¢ do e) else skip, o, t9, t<")

Define Pulse.

T + (define p = pulse(s, a,d, , w), (y, 5, ), t9,t€)
— (skip, (y, 8, m[p + pulse(s, a,d, §, ®)]), t9, )

Run Pulse Operations.

T+ (run Q,o,t9,t¢) — (skip,o’,t7’,t¢")

Skip for Pulse Operations. skipq is a terminal form and has no
transition.

Sequential Pulse Operations.
(Q1,0,19,t°) — (Q1, 0", t9",t)
T+{Q1;Q2,0,t9,t) — (Q;Qz, 07, 19", 1)

'+ (skipq; Q2. 0,19, t¢) — (Q2, 0,19, £¢)
Play Pulse.
no-conflict-Qgi, (8, ch, t1, t2)
2 V(ts,te) € 8(ch) st. [t1,82) N [ts,te) =0
n(p) = pulse(s, a,d, p, @) no-conflict-Qgin (5, ch, 19, t1")
T+ (play(ch,p), (y,8, ), t9,t¢) — (skipq, (y, &, 7), t9’,t¢")
19 =t9+d, & =6U{(chp,t1,t7)}

where:

no-conflict-Qpar (85, 85) = V ch € dom(5;) N dom(6;),
V (ts,te) € di(ch), (ts',te") € 8;(ch) st
[ts.te) N [ts" L") =0
Vi, (Qi, 0,t9,t) —* (skipq, (yi, 8i, i), tiq, te) td = max; tl.q Vi # j, dom(8;) Ndom(8;) =0 V no-conflict-Qpar (8, 6;)

T+ (parq{Q1 Il -+ Il Qn}, 0,19, £¢) — (skipa, (U; vi U; 65 U; i), tihaxs £€7)
Measurement.
T (Pmeasure) = pulse(s, a,d, ¢, w) meas[i] | b
{play(ch, pmeasure); X := meas|i], o, t4,t¢) —* (skip, (y[x > b], &', 7), max(¢2’, t’), t")
where: 7' =t9+d, & =6U {(ch, pmeasure, 19, 19")}, meas[i] = decoded measurement result of channel i

Fig. 2. Operational semantics of the DSL.

to the cycle time on the control side, the hardware clock will be held and wait for returning
pulses to be fetched by ADCs before incrementing the clock, to ensure concurrency.

4 Examples

We run two experiments, Rabi oscillation and quantum tomography, to display two exam-
ples of our DSL, compile and execute them on the emulator.

Rabi oscillation. In quantum hardware, two energy levels are chosen as the qubit states.
Coherent control between these states—essential for quantum operations—is achieved by
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applying an oscillatory drive resonant with their energy splitting [13], a process known as
Rabi oscillation. In our experiment, we generate this drive (corresponding to the o, term
in the Hamiltonian in Section 3) using cosine pulses from high-speed DACs and measure the
response through DACs and ADCs on the same chip. By varying the drive duration via our
DSL, we observe coherent state population oscillations on the emulator, consistent with the
expected Rabi dynamics. Figure 3b shows the results, and the corresponding DSL program
is in Figure 3a.

Quantum tomography. Measuring only the population of a quantum state does not
provide complete information about the state. For instance, the states |0) + |1) and |0) — |1)
yield identical population statistics despite having opposite relative phases. Moreover,
decoherence can transform a pure state into a mixed state—indistinguishable from a pure
state by population measurements alone. To fully characterize an unknown state, quantum
state tomography is employed, in which the state is repeatedly prepared and measured in
a complete set of orthogonal bases [21].

In our experiment, we generate a qubit state by applying a random Rabi-drive duration,
then perform quantum state tomography pulse sequence via our DSL. Basis changes are
implemented by applying single-qubit o, and o, rotations using the same DACs that drive
the Rabi oscillations. Figure 3c shows the reconstructed state obtained from tomography.

104 = vy

#include "pulsedsl.h" X i 1

o
®
[

int main() {
Init(4);

o
o
[

[

PulseParams p_m = {
.shape = CONSTANT,
.amplitude = ox7ffo, I
.duration = 50, 0.2
.phase = PHASE_PI(0.5),

= . V expected Oscillation
-frequency FREQ_GHZ(0.1) }; 0.0 T ¥ 100 Measurements

1 State Population

0 NN U R W N =
o
B

=

—

H
(=3
]
S

—_
—_

-
™o

for (int i= 1; i<= 20; i++) { 0 ° (liSCIeTime(ZlnSS) 2 *
PulseParams p_dx = {
.shape = CONSTANT, (b) Rabi oscillations
.amplitude = ox7ffo,
.duration = i, Rl part Densiey matrix imaginary part
.phase = PHASE_PI(0.0),
.frequency = FREQ_GHZ(0.5) };

T N ey
= SV ® N oUW

Play (p_dx, 1);
Measure(p_m, 1);

}

return 0;

}

NN NN
[SA RN NI}

(a) DSL program used for the Rabi oscillations (c) Tomography at cycle time 4

Fig. 3. Programs in our language and emulation results.
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